
Defending Against Potential Misuse of
AI in the Internet Infrastructure
Shaun Denizalti
https://www.linkedin.com/in/shaund/

Step 1: Reconnaissance and Data Gathering

The first stage in this hypothetical misuse scenario involves understanding the global internet
infrastructure and identifying key vulnerabilities. The malicious actor may employ GPT-4V to
generate queries about the architecture of the global internet, focusing on main internet
exchange points, undersea cables, satellite systems, and major data centers.

To supplement this, DALLE·3 could be used to create visual maps of this infrastructure, making
it easier to identify and target key components. By understanding this process, OpenAI
researchers can develop ways to detect and prevent unauthorized queries and visualizations.

Step 2: Target Selection

The next stage involves identifying the most critical points in the infrastructure that, if
compromised, would have the maximum impact. Major internet exchange points, undersea
cable landing stations, and primary satellite uplink stations are likely to be prioritized.

OpenAI researchers must be vigilant in safeguarding these key infrastructure components and
develop AI systems capable of identifying unusual activity or potential threats.

Step 3: Social Engineering and Information Extraction

In this phase, the malicious actor aims to extract sensitive information and manipulate
personnel. They may use Whisper to transcribe any available audio data related to the targeted
infrastructure. GPT-4V could then be used to craft convincing phishing emails or messages, to
extract login credentials, maintenance schedules, or other useful information.
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In addition, Voice could be used to impersonate high-ranking officials or technicians, convincing
personnel to reveal sensitive information or perform actions that might compromise the
infrastructure. OpenAI researchers need to develop robust AI systems capable of identifying
and countering these social engineering attacks.

Step 4: Disinformation Campaign

The malicious actor may then launch a disinformation campaign to create confusion and divert
attention from their real intentions. GPT-4V could be used to generate fake news articles or
emergency alerts about internet outages in various regions.

These fake reports could be disseminated through social media and other channels, creating
panic and diverting attention from the real attack. OpenAI researchers must work on AI models
capable of identifying and flagging disinformation.

Step 5: Malware Deployment

In this stage, the malicious actor aims to gain control over critical systems. GPT-4V could be
used to craft malware-laden emails or messages, targeting the IT departments of the identified
critical points. Once the malware is installed, it can be used to disrupt services, erase data, or
provide further access to other systems.

OpenAI researchers need to devise AI systems capable of identifying such threats, quarantining
and removing the malware before it can cause significant damage.

Step 6: Physical and Cyber Attacks

The next step involves directly compromising the infrastructure. Using the information gathered
in previous steps, the malicious actor coordinates cyber attacks on the software systems
controlling the infrastructure. Simultaneously, if possible, they coordinate physical attacks or
sabotage on the most vulnerable points identified earlier.

OpenAI researchers must devise AI solutions capable of detecting such attacks in real-time,
enabling rapid response and minimizing damage.



Step 7: Continuous Disruption

The final stage involves ensuring prolonged internet disruption. The malicious actor uses the
malware deployed earlier to continuously disrupt repair attempts, erase backups, and prevent
communication between different parts of the infrastructure.

OpenAI researchers should focus on developing AI systems capable of identifying such
continuous disruptions and devise strategies to isolate and mitigate them.


